
This video will discuss some scipy tools that test for statistical differences among 
datasets.
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This slide shows a general strategy for determining an appropriate statistical test to 
use for an analysis. This video will discuss scipy’s tools testing for differences among 
datasets. These tools may require that the datasets tested fit a certain distribution –
see the 12b lecture video for testing distribution types.
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The 2 sample KS test compares the distributions of two datasets. The test can be 
used for datasets with any type of distribution.

A significant p-value indicates that the two datasets are not identical.
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The one sample t-test tests if the mean of a dataset is different than an expected 
value. The test assumes the dataset has a normal distribution.

A significant p-value indicates that dataset mean is different than the expected mean.
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A paired t-test tests for differences between two related datasets. The two datasets 
are paired and must have the same number of data points. The test assumes the 
paired differences have a normal distribution.

A significant p-value indicates that the differences between the pairs is not zero.
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The two sample t-test tests for differences in the means for two independent 
datasets. The datasets do not need to have the same number of data points. The test 
can be done for datasets that either have equal variance or unequal variance. This 
test assumes both datasets have normal distributions.

A significant p-value indicates that the two datasets have different means.
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ANOVA tests for differences among the means of 3 or more independent datasets. 
The input datasets can contain different numbers of values; however, each dataset is 
assumed to have a normal distribution. All datasets are assumed to have an equal 
variance.

Note a 2-level list may be specified for the f_oneway test – this is particularly useful if 
the script will need to run ANOVA on an undetermined number of datasets.

A significant p-value indicates that at least one of the datasets has a mean that is 
significantly different from the others.
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The Bartlett test can be used to test for equal variances among 3 or more datasets. 

A significant p-value indicates that at least one dataset has a variance that does not 
equal the others.
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The Wilcoxon signed rank test is equivalent to a paired t-test except that it can be 
used on datasets that are not normally distributed (i.e. non-parametric). One or two 
datasets may be specified for the wilcoxon method. If two datasets are specified, 
then they should have equal numbers of values. If one dataset is specified, it should 
be the differences between the pairs of the two datasets.

A significant p-value indicates that the differences between the datasets are 
significant.
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The Wilcoxon rank sums test is a non-parametric version of the 2 sample t-test. It 
tests for differences between two independent datasets; the datasets do not need to 
be normally distributed.

A significant p-value indicates that the differences between the datasets are 
significant.

10



The Kruskal Wallis test is equivalent to a non-parametric ANOVA – it checks for 
differences among the means of 3 or more datasets. The datasets do not need to be 
normally distributed.

A significant p-value indicates that the differences between the datasets are 
significant.
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The Ansari test tests if the spread of the distribution (e.g. standard deviation) is equal 
for two independent datasets.

A significant p-value indicates that the spread of distribution is different for the two 
datasets.
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The Levene test checks for equal scales for 3 or more datasets.

A significant p-value indicates that the spread of distribution is different for at least 
one of the datasets.

13


